Section 8.1 Representation Revisited

Wanner (1974) did a similar experiment and found that subjects made the right choice at
chance level—about 50% of the time—but remembered the content of what they read with
better than 90% accuracy. This suggests that people interpret the words they read and form
an internal nonverbal representation, and that the exact words are not consequential.

More interesting is the case in which a concept is completely absent in a language. Speak-
ers of the Australian aboriginal language Guugu Yimithirr have no words for relative (or ego-
centric) directions, such as front, back, right, or left. Instead they use absolute directions,
saying, for example, the equivalent of “I have a pain in my north arm.” This difference in
language makes a difference in behavior: Guugu Yimithirr speakers are better at navigating
in open terrain, while English speakers are better at placing the fork to the right of the plate.

Language also seems to influence thought through seemingly arbitrary grammatical fea-
tures such as the gender of nouns. For example, “bridge” is masculine in Spanish and fem-
inine in German. Boroditsky (2003) asked subjects to choose English adjectives to describe
a photograph of a particular bridge. Spanish speakers chose big, dangerous, strong, and
towering, whereas German speakers chose beautiful, elegant, fragile, and slender.

Words can serve as anchor points that affect how we perceive the world. Loftus and
Palmer (1974) showed experimental subjects a movie of an auto accident. Subjects who
were asked “How fast were the cars going when they contacted each other?” reported an
average of 32 mph, while subjects who were asked the question with the word “smashed”
instead of “contacted” reported 4 1mph for the same cars in the same movie. Overall, there are
measurable but small differences in cognitive processing by speakers of different languages,
but no convincing evidence that this leads to a major difference in world view.

In a logical reasoning system that uses conjunctive normal form (CNF), we can see that
the linguistic forms “—=(A vV B)” and “—~A A —B” are the same because we can look inside
the system and see that the two sentences are stored as the same canonical CNF form. It is
starting to become possible to do something similar with the human brain. Mitchell ef al.
(2008) put subjects in a functional magnetic resonance imaging (fMRI) machine, showed
them words such as “celery,” and imaged their brains. A machine learning program trained
on (word, image) pairs was able to predict correctly 77% of the time on binary choice tasks
(e.g., “celery” or “airplane”). The system can even predict at above-chance levels for words
it has never seen an fMRI image of before (by considering the images of related words)
and for people it has never seen before (proving that fMRI reveals some level of common
representation across people). This type of work is still in its infancy, but fMRI (and other
imaging technology such as intracranial electrophysiology (Sahin et al., 2009)) promises to
give us much more concrete ideas of what human knowledge representations are like.

From the viewpoint of formal logic, representing the same knowledge in two different
ways makes absolutely no difference; the same facts will be derivable from either represen-
tation. In practice, however, one representation might require fewer steps to derive a conclu-
sion, meaning that a reasoner with limited resources could get to the conclusion using one
representation but not the other. For nondeductive tasks such as learning from experience,
outcomes are necessarily dependent on the form of the representations used. We show in
Chapter 19 that when a learning program considers two possible theories of the world, both
of which are consistent with all the data, the most common way of breaking the tie is to choose
the most succinct theory—and that depends on the language used to represent theories. Thus,
the influence of language on thought is unavoidable for any agent that does learning.
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